\Chapter{Expanded Views of the Hardware Layout} \label{sec:appendices:layout}

Boards are 3" by 3"
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\caption{Non-plane layers}
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\caption{Bottom layer}
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\caption{Top layer}
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\caption{Power plane}
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\caption{Ground plane}
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\caption{Silkscreen layer}
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\caption{Top of the board}
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\caption{Bottom of the board}
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\Chapter{Dynamic Memory Implementation}\label{sec:appendices:dynamic\_memory}

Data transfers at the network and API level require the use of dynamic memory because messages can be of varying length. Texas Instruments provides a dynamic memory manager, but the version available for the project appeared to be dysfunctional. As an alternative, a custom memory manager was written that is described in this section.

The memory manager has a dedicated memory pool from which it allocates. The memory manager monitors allocations through a look-up table. The look-up table stores the base address and memory length of each allocation. Both allocation and de-allocation are supported. When an allocation is requested, the memory manager uses the lowest available memory address with enough free space, including in between previous allocations. This helps to combat fragmentation, but if there are enough allocations, fragmentation would become an issue. Fortunately, there are very few allocations in the toolkit, so fragmentation is not an issue.

\Chapter{Follow-up Monitor}\label{sec:appendices:follow\_up\_monitor}

Several parts of the toolkit require a follow-up action be executed at a later time, such as finding neighbors, data timeouts, etc. All of these cases use the ``follow-up monitor.'' The follow-up monitor provides capabilities for code to register a follow-up item to be run at a later date. A follow-up item consists of a callback function, an optional callback function argument, the follow-up rate, and whether this is a one shot follow-up, or should be called regularly. The follow-up monitor uses a single period function that manages the elapsed time of the follow-up items. Whenever it's time to run a follow-up item, the follow-up monitor calls the callback function. Follow-up items are added and (optionally) removed at run-time.

\Chapter{Test Code} \label{sec:appendices:test\_code}

The following code is shared between all nodes. A compile-time directive is defined to differentiate between the root and router. If the value \lstinline$IS\_ROUTER$ is defined, then the node is a non-root router. If the value \lstinline$IS\_ROOT$ is defined, then the node is the root. Both values cannot be defined at the same time. The test to run is defined by defining one of the compile-time directives \lstinline$TEST\_SPI$, TEST\_PROTOCOL$, or \lstinline$TEST\_MPI$, which tests the physical/data link layer, network layer, and API respectively. Only one test can be defined at a time.

\lstinputlisting{Service\_TestService.c}

\Chapter{Expanded Convolution Results}\label{sec:appendices:convolution}
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\caption{Speedup and efficiency versus number of nodes (100 byte data payload)}
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\caption{Speedup and efficiency versus number of nodes (200 byte data payload)}
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\caption{Speedup and efficiency versus number of nodes (300 byte data payload)}
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\caption{Speedup and efficiency versus number of nodes (400 byte data payload)}
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\caption{Speedup and efficiency versus number of nodes (500 byte data payload)}
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\caption{Speedup and efficiency versus number of nodes (600 byte data payload)}
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\caption{Speedup and efficiency versus number of nodes (700 byte data payload)}

\label{fig:appendices:convolution\_results\_700}

\end{centering}

\end{figure}